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Problems of controlling parabolic systems under conditions of uncertainty are studied. Necessary and sufficient conditions are indicated for the solvability of the problems and methods for constructing the required controls are given. The paper is closely related to the researches in $[1-9]$. The main difference in the present paper, as also in [4-8], from the known researches on control problems for distributed-parameter systems (see [10-15], for instance) is that here the principle of feed-back control is discussed.

1. Consider a system whose state at each instant $t$ from a specified time interval $\left[t_{0}, \vartheta\right]$ is characterized by the scalar function $y(t, \cdot)=y(t, x)$ defined in a domain $\Omega$ of an $n$-dimensional Euclidean space $R^{\prime \prime}$. The system is subject to controls $u_{1}$ and $u_{2}$ and to uncontrolled disturbances $v_{1}$ and $v_{2}$. The system's dynamics is described by the equation and collection of boundary conditions

$$
\begin{align*}
& \partial y(t, x) / \partial t=A y(t, x)+b_{1}(t, x) u_{1}(t, x)-  \tag{1.1}\\
& \quad c_{1}(t, x) v_{1}(t, x)+f(t, x) ; x \in \Omega, t_{0}<t \leqslant \vartheta \\
& \sigma_{1} \frac{\partial y(t, x)}{\partial v_{A}}+\sigma_{2}(x) y(t, x)=b_{2}(x) u_{2}(t)-  \tag{1.2}\\
& \quad c_{2}(x) v_{2}(t) ; x \in \Gamma, t_{0}<t \leqslant \vartheta \\
& y\left(t_{0}, x\right)=y_{0}(x), \quad x \in \Omega  \tag{1.3}\\
& A y=\sum_{i j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial y}{\partial x_{j}}\right)+a(x) y
\end{align*}
$$

Here $\Gamma$ is the boundary of $\Omega ; \partial / \partial v_{A}$ is the conormal derivative. At each instant $t$ the controls are subject to the constraints $u_{1}(t, \cdot) \in P_{1}(t)$ and $u_{2}(t) \in P_{2}(t)$, where $P_{1}(t)$ is some collection of functions defined on $\Omega$ with values in $R^{r} ; P_{2}(t) \subset$ $R^{r_{1}}$; at each instant $t$ we have the estimates $v_{1}(t, \cdot) \in Q_{1}(t)$ and $v_{2}(t) \in Q_{2}(t)$ for the disturbances $v_{1}$ and $v_{2}$, where $Q_{1}(t)$ is some collection of functions defined on $\Omega$ with values in $R^{m_{1}} ; Q_{2}(t) \subset R^{m_{2}}$.

The main purpose of the paper is to study the following problem to which reduce many standard problems of the conflict control of system (1.1), (1.2). Under the specified constraints on the resources of control $u_{1}$ and $u_{2}$ and for known estimates on the intensities of disturbances $v_{1}$ and $v_{2}$ we are required to find a method for forming the controls $u_{1}$ and $u_{2}$ on the feed-back principle ( $u_{1}[t, x]=u_{1}(t, x, y[t, \cdot])$ and $u_{2}[t]=u_{2}(t$, $y[t, \cdot])$ ), which, for any admissible realizations of the disturbances, would guarantee that system (1.1)-(1.3) is led onto a specified state set in a specified period of time. and in such a way that specified phase constraints are satisfied during the control.

Individual versions of the problem for system (1.1), (1.2) were studied in [5-7]. Thus,
the case when the boundary condition (1.2) is a homogeneous Dirichlet condition ( $\sigma_{1}=$ $0, b_{2}=0$ and $c_{2}=0$ ) and there are no phase constraints on the system's states, in particular, was considered (*) from the viewpoint of the theory of semigroups in [5]. A version of the problem was studied in [6] when only the boundary of domain $\Omega$ is subject to the controls and to the disturbances ( $b_{1}=0$ and $c_{1}=0$ ), where relation (1.2) once again is the Dirichlet boundary condition and we are dealing with the task of leading the system onto a specified set of states at a specified instant in the absence of phase constraints. The effectiveness of the construction of the control procedure proposed in [5] was discussed in [7]. Below we consider the problem for system (1.1), (1.2) in a general formulation.
2. Let us refine the statement of the problem. The symbol $B\left(E_{1} ; E_{2}\right)$ denotes the Banach space $B$ of functions on $E_{1}$ with values in $E_{2} ; B\left(E_{1}\right)=B\left(E_{1} ; R^{1}\right) ;\|\cdot\|_{B}$ is the norm in $B$. Measurability and integrability are always understood in the Lebesgue measure sense and derivatives in the generalized sense (see [16-18], for example). We assume the satisfaction of the following conditions: $\Omega$ is a bounded domain with prom perties (i), (2) and $R$ (see pp. 212 and 222 in [16]); $A$ is a selfadjoint elliptic operator [16]; the functions $a_{i j}$ and $a$ are measurable and bounded on $\Omega$, and $\partial a_{i j}!\partial x_{k}$ are bounded on $\Omega ; b_{1}$ and $c_{1}$ are measurable and bounded on $Q=\left(t_{0}, \vartheta\right) \times \Omega ; f \in$ $L^{2}(Q) ; b_{2}, c_{2}$, and $\sigma_{2}$ are measurable and bounded on $\Gamma$ and $\sigma_{1} \cdot \sigma_{2} \geqslant 0$ in $\Gamma$; $\sigma_{2}>0 \cdot$ when $\sigma_{1}=0 ; y_{0} \in L^{2}(\Omega)$. Further, the sets

$$
p_{1}(t) \subset L^{2}\left(\Omega ; R^{r_{1}}\right), P_{2}(t) \subset R^{r_{2}}, Q_{1}(t) \subset L^{2}\left(\Omega ; R^{m_{1}}\right), Q_{2}(t) \subset R^{m_{s}}
$$

and in the appropriate spaces these sets are convex, closed, measurable and equibounded with respect to $t \in\left[t_{0}, \vartheta\right]$. All the quantities to be examined are real.
Let $u_{i}(\cdot)=u_{i}(t), t_{1} \leqslant t<t_{2}$ be a measurable function with values in $P_{i}(t)$, $i=1,2$. According to the theorems on a measurable selection [19] such functions exist. Every pair $u(\cdot)=u\left(\cdot ; t_{1}, t_{2}\right)=\left\{u_{1}(\cdot), u_{2}(\cdot)\right\}$ of such functions is called a $u$-program. The rule $U=U\left(t_{1}, t_{2}, y\right)$ which associates some program $u\left(\cdot ; t_{1}, t_{2}\right)$ with each triple $\left\{t_{1}, t_{2}, y\right\}$, where $t_{1} \in\left[t_{0}, \vartheta\right), t_{2} \in\left(t_{1}, \vartheta\right]$ and $y \in L^{2}(\Omega)$, (so that $\left.U\left(t_{1}, t_{2}, y\right)=u\left(\cdot ; t_{1}, t_{2}\right)\right)$ is called a strategy $U$.

Let us introduce the concept of the motion of system (1.1), (1.2), corresponding to strategy $U$. Let $\Delta$ be a finite partitioning of $\left[t_{0}, \vartheta\right]$ by the points $t_{0}=\tau_{0}<\tau_{1}<\ldots$ $<\tau_{m(\Delta)}=\vartheta, \delta(\Delta)=\max _{i}\left(\tau_{i+1}-\tau_{i}\right)$. We form the sets

$$
\begin{aligned}
& \Phi=\left\{\varphi \in H^{2,1}(Q) \mid \varphi(\vartheta, x)=0, x \in \Omega\right. \\
& \left.\sigma_{1} \partial \varphi(t, x) / \partial v_{A}+\sigma_{2}(x) \varphi(t, x)=0, x \in \Gamma, t \in\left(t_{0}, \vartheta\right)\right\}
\end{aligned}
$$

Here $H^{2,1}(Q)$ is a Sobolev space consisting of all elements of $L^{2}(Q)$ having first and second-order generalized derivatives in $x$ and first-order in $t$. Every function $y[\cdot]_{\Delta} \in C\left(\left[t_{0}, \vartheta\right] ; L^{2}(\Omega)\right)$ satisfying the equality

$$
\begin{equation*}
\int_{Q} y\left(-\frac{\partial \varphi}{\partial t}-A \varphi\right) d x d t=\int_{Q}\left(f+b_{1} u_{1}[t]-\right. \tag{2.1}
\end{equation*}
$$

[^0]\[

$$
\begin{aligned}
& \left.c_{1} v_{1}[t]\right) \varphi d x d t-\Gamma \int_{\Omega} y_{0} \varphi\left(t_{0}, x\right) d x+ \\
& \int_{i_{0}}^{\otimes} \int_{\Gamma}\left(b_{3} u_{2}[t]-c_{2} v_{2}[t]\right) F(\varphi) d \Gamma d t
\end{aligned}
$$
\]

for any $\varphi \in \Phi$ is called a motion $y[t]=y[t]_{\Delta}=y\left[t ; t_{0}, y_{0}, U\right]_{\Delta}, t_{0} \leqslant t \leqslant \vartheta$ of system (1.1), (1.2) from a position $\left\{t_{0}, y_{0}\right\}$, corresponding to strategy $U$. Here $F(\varphi)=\varphi / \sigma_{1}$ when $\sigma_{1} \neq 0$ and $F(\varphi)=-\sigma_{2}^{-1} \partial \varphi / \partial \nu_{A}$ when $\sigma_{1}=0$; on each interval $\left\{\tau_{i}, \tau_{i+1}\right\}$

$$
\left\{u_{1}[\cdot], u_{2}[\cdot]\right\}=U\left(\tau_{i}, \tau_{i+1}, y\left[\tau_{i}\right]\right)
$$

and $v_{1}[t]$ and $v_{2}[t], t_{0} \leqslant t \leqslant \boldsymbol{v}$ are some measurable realizations of the disturbances with values in $Q_{1}(t)$ and $Q_{2}(t)$, respectively. The existence of motions can be verified, for example, by Galerkin's method or by using the transposition method [9, 18] and relying on the theory of homogeneous boundary-value problems for equations of parabolic type [17].

The initial control problem can now be formulated as follows. Let $M$ and $N$ be certain sets in the space $\left[t_{0}, \vartheta\right] \times L^{2}(\Omega)$.

Problem 2.1. Construct a strategy $U$ with the property: for any number $\varepsilon>0$ a number $\delta>0$ can be found such that the condition
where

$$
\begin{equation*}
\rho\left(\left\{t_{v}, y\left[t_{y}\right]_{\Delta}\right\}, M\right)=\inf _{\left\{t_{*}, h_{*} \mid \in M\right.}\left(\left|t_{y}-t_{*}\right|^{2}+\left\|y\left[t_{y}\right]_{\Delta}-h_{*}\right\|_{L^{*}(\Omega)}\right)^{1 / 4} \leqslant \mathrm{e} \tag{2,2}
\end{equation*}
$$

$$
\begin{equation*}
\rho\left(\left\{t, y[t]_{\Delta}\right\}, N\right) \leqslant \varepsilon, \quad t_{0} \leqslant t \leqslant t_{y} \tag{2.3}
\end{equation*}
$$

is satisfied at the instant $t_{y}=t\left(y[\cdot]_{\Delta}\right)$ for every motion $y[t)_{\Delta}=y\left[t ; t_{0}, y_{0}, U\right]_{\Delta}$ with $\delta(\Delta) \leqslant \delta$.

We indicate the conditions for the solvability of Problem 2.1 and a method for constructing the strategy required.
3. Let $\left\{\lambda_{f}, \omega_{j}\right\}$ be a solution in $H^{1}(\Omega)$ of the spectral problem

$$
A \omega=-\lambda \omega, \quad x \in \Omega ; \quad \sigma_{1} \frac{\partial \omega}{\partial v_{A}}+\left.\sigma_{2} \omega\right|_{\Gamma}=0
$$

where $H^{m}(\Omega)$ is a Sobolev space of order $m$ in domain $\Omega$ (see $[10,17,18]$ ). Let $\left\{\alpha_{j} ; j=1,2, \ldots\right\}$ be some set of numbers $\alpha_{j}$ satisfying the conditions: if $\sigma_{1} \neq 0$, then $\alpha_{j}=1, j=1,2, \ldots$; if $\sigma_{1}=0$ then

$$
0<\alpha_{j}<1, \quad \sum_{j=1}^{\infty} \alpha_{j}^{2}<\infty, \quad \sum_{j=1}^{\infty} \alpha_{j}^{2}\left\|\frac{\partial \omega_{i}}{\partial v_{A}}\right\|_{L^{\prime}(\mathrm{\Gamma})}^{2}<\infty
$$

(Such numbers $\alpha_{j}$ exist since $\partial \omega_{j} / \partial v_{A} \in L^{2}(\Gamma)$ under the assumptions made on the system's parameters and on domain $\Omega$, according to the imbedding theorem (see [16], for example)).

For $y \in L^{2}(\Omega)$ we denote

$$
\|y\|_{\alpha}=\left(\sum_{j=1}^{\infty} \alpha_{j}^{2}\left\langle y, \omega_{j}\right\rangle L_{L}(\Omega)\right)^{1 / n}
$$

Here $\langle\cdot, \cdot\rangle_{L^{x}(\Omega)}$ is the symbol for the scalar product in $L^{2}(\Omega)$. When $\sigma_{1} \neq 0$ we have $\|y\|_{\alpha}=\|y\|_{L^{2}(\Omega)}$. Let $K$ be some set in the position space $\left.\left[t_{0}, \vartheta\right\}\right] \times L^{2}(\Omega)$. By the symbol, $U^{e}$ we denote a strategy of the following form. Suppose that some triple
$\left\{t_{1}, t_{2}, y\right\}$ has been selecied. If $K\left(t_{1}\right)=\varnothing$, then $U^{e}\left(t_{1}, t_{4,} y\right)$ is an arbitrary program $u\left(\cdot ; t_{1}, t_{2}\right)$. If $K\left(t_{1}\right) \neq \varnothing$, then $U^{e}\left(t_{1}, t_{2}, y\right)=\left\{u_{1}^{e}(\cdot), u_{2}^{e}(\cdot)\right\}$. Here the $u_{v}{ }^{e}(\cdot), v=1,2$ are functions with the property: sequences $\left\{u_{v}{ }^{(k)}\right\}, v=1,2$ and $\left\{z^{(k)}\right\}$ exist such that

$$
\begin{aligned}
& \lim _{k \rightarrow \infty}\left\|y-z^{(k)}\right\|_{\alpha}=\inf _{h \in K\left(t_{1}\right)}\|y-h\|_{\alpha} \\
& z^{(k)} \in K\left(t_{1}\right), \quad k=1,2, \ldots \\
& \left\{u_{v}^{(k)}\right\} \rightarrow u_{,}^{\ell} \text { weakly in } L^{2}\left(\left[t_{1}, t_{2}\right) ; R^{r_{v}}\right) \\
& \left\langle u_{1}^{(k)}, l_{1}\left(z^{(k)}-y\right)\right\rangle_{L^{2}\left(\left[t_{1}, t_{2}\right) ; L^{2}\left(\Omega ; R^{\left.\left.r_{1}\right)\right\}}\right.\right.}= \\
& \quad \max _{\left\{u_{3}\right\}}\left\langle u_{1}, l_{1}\left(z^{(k)}-y\right)\right\rangle_{L^{2}\left(\left[t_{1}, t_{2}\right) ; L^{2}\left(\Omega ; R^{\left.\left.r_{1}\right)\right\}}\right.\right.} \\
& \left\langle u_{2}^{(k)}, l_{2}\left(z^{(k)}-y\right)\right\rangle_{L^{2}\left(\left[t_{1}, t_{2}\right) ; R^{r_{2}}\right)}=\max _{\left\{u_{3}\right\}}\left\langle u_{2}, l_{2}\left(z^{(k)}-y\right)\right\rangle_{L^{2}\left(\left[t_{1}, t_{2}\right) ; R^{r_{2}}\right)} \\
& l_{1}(y)=\sum_{j=1}^{\infty} \alpha_{j}^{2}\left\langle y, \omega_{j}\right\rangle L_{L^{2}(\Omega)} e^{-\lambda_{j}\left(2 t_{2}-t_{1}-i\right)} \omega_{j} b_{1}(t, x) \\
& l_{2}(y)=\sum_{j=1}^{\infty} \alpha_{j}^{2}\left\langle y, \omega_{j}\right\rangle_{L^{2}(\Omega)} e^{-\lambda_{j}\left(2 t_{2}-t_{1}-i\right)}\left\langle b_{2}, F\left(\omega_{j}\right)\right\rangle_{L^{2}(\Gamma)}
\end{aligned}
$$

Here $K\left(t_{1}\right)$ is the section of $K$ by the plane $t=t_{1} ;\left\{u_{v}\right\}, v=1,2$ is the collection of all functions $u_{v}(t)$ measurable on $\left[t_{1}, t_{2}\right)$, with values in $P_{v}(t)$. The prog$\operatorname{ram}\left\{u_{1}^{e}(\cdot), u_{2}^{e}(\cdot)\right\}$ always exists under the condition $K\left(t_{1}\right) \neq \varnothing$. Strategy $U^{e}$ is said to be extremal to set $K$.

The rule which associates a certain pair $v\left(\cdot ; t_{1}, t_{2}\right)=\left\{v_{1}(\cdot), v_{2}(\cdot)\right\}$ of functions $v_{1}(t)$ and $v_{2}(t)$, measurable on the interval $\left[t_{1}, t_{2}\right)$ and having values in $Q_{1}(t)$ and $O_{2}(t)$, respectively, with every triple $\left\{t_{1}, t_{2}, y\right\}$ is called a strategy $V=V\left(t_{1}\right.$, $\left.t_{2}, y\right)$ (so that $\left.V\left(t_{1}, t_{2}, y\right)=v\left(\cdot ; t_{1}, t_{2}\right)\right)$. Let $W(M, N)$ be the collection of all pairs $\left\{t_{*}, y_{*}\right\} \in\left[t_{0}, \hat{v}\right] \times L^{2}(\Omega)$ with the property; for any strategy $V$ and any numbers $\varepsilon>0$ and $\delta>0$ there exists at least one motion $y[t]=y[t]_{\Delta}=y[t$; $\left.t_{*}, y_{*}, V\right]_{\Delta}, t_{*} \leqslant t \leqslant \vartheta$ with $\delta(\Delta) \leqslant \delta$, for which the condition

$$
\rho\left(\left\{t_{y}, y\left[t_{y}\right]_{\Delta}\right\}, M\right) \leqslant \varepsilon
$$

and

$$
\rho\left(\left\{t, y[t]_{\Delta}\right\}, N\right) \leqslant \varepsilon, \quad t_{*} \leqslant t \leqslant t_{y}
$$

is satisfied at some instant $t_{y}=t\left(y[\cdot]_{\Delta}\right) \in\left[t_{*}, \vartheta\right]$; (the motions $y\left[t ; t_{*}, y_{*}\right.$, $V]_{\Delta}$ are defined by analogy with the motions $y\left[t ; t_{*}, y_{*}, U\right]_{\Delta}$ : in the definition of the latter we need merely to replace the quantities $U$ and $v_{i}[t]$ by the quantities $V$ and $u_{i}[t]$, where now $u_{i}[t]$ are some measurable functions with values in $\left.P_{i}(t), i=1,2\right)$.

Theorem 3.1. Let che sets $M$ and $N$ be closed in the metric

$$
\begin{equation*}
\|\{t, y\}\|_{\alpha}=\left(t^{2}+\|y\|_{\alpha}^{2}\right)^{1 / s} \tag{3.1}
\end{equation*}
$$

Problem 2.1 is solvable if and only if

$$
\begin{equation*}
\left\{t_{0}, y_{0}\right\} \in W(M, N) \tag{3.2}
\end{equation*}
$$

Under condition (3.2) the strategy $U^{e}$ extremal to set $W(M, N)$ solves Problem 2.1. The necessity of condition (3.2) for the solvability of Problem 2.1 is obvious. The as-
sertion that under condition (3.2) the strategy $U^{e}$ extremal to set $W$ solves problem 2.1 can be verified in the following way. First of all we show (see the similar arguments in $[1,4]$ ) that for each motion $y[t]_{\Delta}=y\left[t ; t_{0}, y_{0}, U^{e}\right]_{\Delta}$ corresponding to a partitioning $\Delta$ with a sufficiently small diameter $\delta(\Delta)$, the point $\left\{t, y[t]_{\Delta}\right\}$ remains in a small neighborhood of $W$, measured in metric (3.1), until the instant it hits a small neighborhood of set $M$, also measured in metric (3.1). Therefore, for a sufficiently small $\delta(\Delta)$ each point $\left\{t, y[t]_{\Delta}\right\}$ necessarily rests, when $t \leqslant \vartheta$, in the preassigned neighborhood of $M$ before leaving the preassigned neighborhood of set $N$; these neighborhoods are measured in metric (3.1). Taking into account that every bounded set in $L^{2}(\Omega)$ is compact in metric (3.1) and that the set of motions $y\left[\cdot ; t_{0}, y_{0}, U^{e}\right]_{\Delta}$ is compact in the space $\left.C\left(\left[t_{0}, \vartheta\right\}\right] ; L^{2}(\Omega)\right)$; we also allow for the closedness of $M$ and $N$ in metric (3.1). Hence, relations (2.2) and (2.3) are satisfied for each motion $y\left[\cdot ; t_{0}, y_{0},\left[^{e}\right]_{\Delta}\right.$ if only the diameter $\delta(\Delta)$ of partitioning $\Delta$ is fairly small.

Note 3.1. Letusconsider the following evasion problem. Construct a strategy $V$ with the property: numbers $\varepsilon>0$ and $\delta>0$ exist such that for every motion

$$
y[t]_{\Delta}=y\left[t ; t_{0}, y_{0}, V\right]_{\Delta}, \quad t_{0} \leqslant t \leqslant \theta
$$

with $\delta(\Delta) \leqslant \delta$, the condition that the instant $t_{y}=t\left(y[\cdot]_{\Delta}\right)$ for which

$$
\begin{aligned}
& \rho\left(\left\{t, y[t]_{\Delta}\right\}, N\right) \leqslant \varepsilon, \quad t_{0} \leqslant t \leqslant t_{v} \\
& \rho\left(\left\{t_{y}, y\left[t_{y}\right]_{\Delta}\right\}, M\right) \leqslant \varepsilon
\end{aligned}
$$

does not exist, is satisfied. Let sets $M$ and $N$ be closed in metric (3.1). It can be verified that the evasion problem has a solution if and only if the initial position $\left\{t_{0}, \nu_{0}\right\}$ does not satisfy condition (3.2). The strategy $V$ solving this problem also can be constructed as a strategy extremal to some set in the space $\left[t_{0}, \vartheta\right] \times L^{2}(\Omega)$.
Note 3.2. Sets $M$ and $N$ are known to be closed in metric (3.1) if their projections onto space $L^{2}(\Omega)$ are bounded weakly-closed sets in $L^{2}(\Omega)$.
4. Let us show a case when the set $W(M, N)$ admits of an analytic description. We assume that $N=L^{2}(\Omega)$, set $M$ lies wholly in the hyperplane $t=\mathfrak{\vartheta}: M=$ $\{\{t, y\} \mid t=\vartheta, y \in M(\vartheta)\}$, and its section $M(\vartheta)$ is a convex bounded closed set in space $L^{2}(\Omega)$. We denote

$$
\begin{align*}
& G_{0}(t, \vartheta) y=\sum_{j=1}^{\infty} \omega_{j}(\cdot) e^{-\lambda_{j}(\theta-t)}\left\langle\omega_{j}, y\right\rangle_{L^{2}(\Omega)}  \tag{4.1}\\
& G_{1}(t, \vartheta) f=\sum_{j=1}^{\infty} \omega_{j}(\cdot) \int_{i}^{\theta} e^{-\lambda_{j}(\theta-\tau)}\left\langle\omega_{j}, f\right\rangle_{L^{2}(\Omega)} d \tau \\
& G_{1 u}(t, \vartheta) u_{\mathbf{1}}=G_{1}(t, \vartheta) b_{1} u_{1}, \quad G_{1 v}(t, \vartheta) v_{1}=G_{1}(t, \vartheta) c_{1} v_{1} \\
& G_{2 u}(t, \vartheta) u_{2}=\sum_{j=1}^{\infty} \omega_{j}(\cdot) \int_{t}^{\theta}\left\langle F\left(\omega_{j}\right), b_{2}\right\rangle_{L^{2}(\Gamma)} e^{-\lambda_{j}(\theta-\tau)} u_{2}(\tau) d \tau \\
& G_{2 v}(t, \vartheta) v_{2}=\sum_{j=1}^{\infty} \omega_{j}(\cdot) \int_{t}^{\theta}\left\langle F\left(\omega_{j}\right), c_{2}\right\rangle_{L^{z}(\Gamma)} e^{-\lambda_{j}(\theta-\tau)} v_{2}(\tau) d \tau \\
& \gamma(t, y, \vartheta)=\sup _{\prod_{h} \|_{L^{2}(\Omega)=1}} \varphi(t, y, \vartheta, h)
\end{align*}
$$

$$
\begin{aligned}
& \varphi(t, y, \vartheta, h)=\rho_{1 v}(t, \vartheta, h)+\rho_{2 v}(t, \vartheta, h)- \\
& \rho_{1 u}(t, \vartheta, h)-\rho_{2 u}(t, \vartheta, h)+\rho_{M}(h)- \\
& \left\langle h, G_{\mathbf{1}}(t, \vartheta) f\right\rangle_{L^{2}(\Omega)}-\left\langle h, G_{0}(t, \vartheta) y\right\rangle_{L^{2}(\Omega)} \\
& \rho_{i v}(t, \vartheta, h)=\max _{\left\{v_{i}\right\}}\left\langle h, G_{i v}(t, \vartheta) v_{i}\right\rangle_{L^{2}(\Omega)} \\
& \rho_{i u}(t, \vartheta, h)=\max _{\left\{u_{i}\right\}}\left\langle h, G_{i u}(t, \vartheta) u_{i}\right\rangle_{L^{2}(\Omega)} \\
& \rho_{M}(h)=\min _{q \in M(\vartheta)}\langle h, q\rangle_{L^{2}(\Omega)}
\end{aligned}
$$

Condition 4.1. If the inequality $\gamma(t, y, \vartheta)>0$ is satisfied for certain $t \in$ $\left[t_{0}, \vartheta\right)$ and $y \in L^{2}(\Omega)$, the upper bound in (4.1) is reached on a single element.

Condition 4.1 is an analog of the regularity condition [1] (see also [8]). The following theorem holds:

Theorem 4.1. Let Condition 4.1 be satisfied. The element $\{t, y\} \in W(M$, $L^{2}(\Omega)$ ) if and only if $\gamma(t, y, \vartheta) \leqslant 0$.
The proof of Theorem 4.1 follows the plan of the proof of the similar statement in [8].
Note 4.1 . Condition 4.1 is satisfied knowingly if for each $t \in\left[t_{0}, \vartheta\right)$ the functional

$$
\chi(t, \vartheta, h)=\rho_{1 v}(t, \vartheta, h)+\rho_{2 v}(t, \vartheta, h)-\rho_{1 u}(t, \vartheta, h)-\rho_{2 u}(t
$$

$$
\vartheta, h)+\rho_{M}(h)
$$

is concave in $h$. In its own turn, the concavity of $\chi(t, \vartheta, h)$ for any $t$ holds if, for example, the following uniformity condition is satisfied: concave sets $R_{i}(t) \subset L^{2}(\Omega)$, $i=1,2$, exist for each $t \in\left[t_{0}, \vartheta\right)$, such that for almost all $t \in\left[t_{0}, \vartheta\right)$

$$
G_{i u}(t, \vartheta) P_{i}(t)=G_{i v}(t, \vartheta) Q_{i}(t)+R_{i}(t), \quad i=1,2
$$
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